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Synthetic training data for factuality fails to cover the
range of errors made by summarization models.
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Fine-grained human annotation and modeling are
needed to identity errors on tougher datasets!
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